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1. INTRODUCTION 

Prediction of protein function continues to be an active area of research. While the performance 
of automated function prediction methods continues to improve, assessments of their performance 
have begun to identify useful sources of data, better delineate the characteristics of the problem, 
and identify limitations with current methods (1). Here, we demonstrate a method inspired by the 
practice of using genomic context to suggest function of a query protein. The method uses a 
probabilistic graphical model (PGM) that carefully incorporates rare, valuable experimental data, 
with copious amounts of noisy higher order data. 

2. METHODS 

First, we build a protein network with edges of sequence similarity (SS) and functional 
associations (Figure left). This network is quickly constructed by broadly BLASTing (2) 
sequence queries to collect homologs, querying STRING (3) to get functionally associated 
proteins and their corresponding edges, and then using DIAMOND (4) to fill in the all-by-all 
sequence similarity edges of the network. 
 Second, we construct a tractable probabilistic graphical model based on this network 
(Figure right). The network is first converted to a minimum spanning tree, directed, and pruned to 
query proteins or proteins with experimental annotation. When the edge between two proteins is 
due to sequence similarity, we associate the corresponding molecular function (MF) terms from 
Gene Ontology (5). When the edge between two proteins is due to functional association (i.e., 
from STRING), we associate their corresponding biological process (BP) terms. Finally, we add 
edges between MF terms and BP terms within a single protein, allowing belief to flow between 
the two aspects of protein function, and reducing the influence of assignments with unlikely 
combinations of terms. 
 Third, we learn the parameters. Since the model is directed, the parameters have a global 
probabilistic interpretation: each variable in the probabilistic model adds a factor representing the 
conditional probability of that variable given its parents. We can then learn these parameters from 
looking at all pairs of neighboring proteins that have experimental annotations. 
 Finally, we perform inference with belief propagation, summarize the data, and evaluate 
the predictions. Proteins used for evaluation were the 1000 proteins most recently assigned an 
experimental catalytic annotation. We used performance metrics that are revealing and critical, 
including normalized and weighted misinformation and remaining uncertainty (6). 
 

2. RESULTS  

PGMs are well suited to the problem of protein function prediction for several reasons. First of 
all, propagation of functional information introduces random error. Second, it is also valuable to 



provide ranked probabilities and identify uncertainty in the model. Third, PGMs can naturally 
take advantage of the large amount of unlabeled and partially unlabeled protein data (semi-
supervised learning), where other methods cannot handle such high degrees of sparseness. Fourth, 
PGMs can seamlessly do structured output prediction, and therefore produce predictions that are 
consistent with, and take advantage of, the structure of the Gene Ontology. 

We found that our model, which models the MF and BP of each protein, and only 
propagates belief where appropriate, outperforms methods that only model a single aspect of 
protein function (7), and propagates belief regardless of type of similarity that the edge 
represents. As a result, this model uses functional associations, such as genomic context, to 
inform a prediction for MF, even in the absence of any characterized homologs. 

3. FIGURES 

Left: Sequence similarity - functional association protein network for query Q818C8, shared according 
to probability of GTPase activity. Each node is a protein. Straight edges represent sequence similarity. 
Zigzag edges represent functional association, according to STRING. Edges not transparent are in the 
MST. yFiles Organic Layout. Right: PGM for three proteins one pair of which are close homologs, 
another pair of which are functionally associated. 
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